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About High-Performance Clusters...
* A cross-system analysis was conducted

 HPC systems are traditionally optimized
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1. Heterogeneous resource use, Philly (Microsott)

everaging both CPUs and GPUs.

2. High cancellation rate due to
feedback-driven exploration.

revealing notable differences and
similarities among the clusters.
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How does Job Trace look like?

(Job Run Time) Takeaway 1: DL jobs tend
to be shorter than traditional HPC jobs

* These insights will guide the design of
more efficient job schedulers for future
HPC systems.
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* The rising popularity of DL in HPC is

significantly impacting job scheduling. « Two use case studies were introduced -

job run time prediction and adaptive
relaxed backfilling - to enhance existing
job scheduling.

Percentage (%)

Percentage (%)

 It's crucial for the HPC community to
understand and adapt to these changes
to maintain system performance and
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efficiency. (Job Failure) Takeaway 2: the larger and
longer jobs present higher failure rates
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researchers design more efficient HPC
schedulers in the future.
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(User Behavior) Takeaway 7: the elapsed
time of users’ jobs, can be used to predict
job runtimes and be utilized further for
better scheduling efficiency
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